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Abstract: 

Purpose- The purpose of this paper is to review some of the statistical method used in the 

field of social Sciences. 
 

Methodology-The statistical methodologies used in areas like survey methodology, official 

statistics, Sociology, psychology, criminology, public policy, marketing research, 

demography, education and economics. 
 

Findings- Several areas are presented such as parametric modeling, non-parametric 

modeling and multivariate methods. Focus is also given to time series modeling, analysis of 

categorical data and sampling issues and other useful techniques for the analysis of data in 

the social sciences. Indicative references are given for all the above methods along with 

some insights for the application of these techniques. 
 

Originality- This paper reviews some statistical methods that are used in social sciences 

and the author draw the attention of researchers less popular methods. The purpose is not to 

give technical details and also not to refer to all the existing techniques or all the possible 

areas of statistics. The focus is mainly on the applied aspect of the techniques and the author 

give insights about techniques that can be used to answer problems in the above mentioned 

areas of research. 

Keywords: Statistics, Sampling, Social sciences, Parametric, Non-

parametric,Multivariate, Time series, Statistical modeling, Social statistics, Markov 

chain process, ANOVA. 
 

Introduction: The subject statistics, as it seems, is not a new discipline but it is as old as 

the human society, itself. It has been used right from the existence of life on this earth, 

although the sphere of its utility was very much restricted. In the olden days statistics was 

regarded as the ‘Science Statecraft’ and was the bi-product of the administrative activity of 

the state. 
 

       The word statistics seems to have been derived from the Latin word ‘status’ or the 

Italian word ‘statista’ or the German word ‘statistik’ or the French word ‘statistique’ each of 

which means a political state. 
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      In India an efficient system of collecting official and administrative statistics existed 

even 2000 years ago, in particular, during the reign of Chandragupta Maurva (324-300 

B.C). Historical evidences about the prevalence of very good system of collecting vital 

statistics and registration of births and deaths even before 300B.C are available in 

Kautilya’s Arthashastra. 
 

      The records of land, agriculture and wealth statistics were maintained by Todermal, the 

land and revenue minister in the reign of Akbar (1556- 1605 A.D). A detailed account of the 

administrative and statistical  
 

     Surveys conducted during Akbar’s reign is available in the book “Ain-e Akbari’ written 

by Abul- Fazal(1596-97A.D), one of the nine gems of Akbar.  
 

      Sixteen century saw the application of statistics for the collection of the data relating to 

the movements of heavenly bodies-stars and planets-to know about their position and for 

the prediction of Eclipses. Seventeenth century witnessed the origin of Vital Statistics. 

Captain John Graunt of London (1620-1674), known as the Father of Vital Statistics, was 

the first man to make a systematic study of the birth and death statistics.  
 

      Modern stalwarts in the development of the subject of Statistics are Englishmen who did 

pioneering work in the application of Statistics to different disciplines. Francis Galton 

(1822-1921) pioneered the study of ‘Regression Analysis’ in Biometry; Karl Pearson (1857-

1936) who founded the greatest statistical laboratory in England pioneered the study of 

‘Correlation Analysis’. 

His Chi-Square test ( χ2 − test) of Goodness of Fit is the first and most important of the test 

of significance in Statistics. W.S.Gossat with his (t − test) ushered in an era of exact 

sample test. Perhaps most of the work in the statistical theory during the past few decades 

can be attributed to a single person Sir Ronald A.Fisher(1890-1962) who applied statistics 

to a variety of diversified fields such as genetics biometry, psychology, education, and 

agriculture etc. and who is rightly termed as the “Father of Statistics”. In addition to 

enhancing the existing statistical theory he is the pioneer in Estimation Theory (Point 

Estimation & Fiducial Inference); Exact (small) Sampling Distribution, Analysis of 

Variance (ANOVA) and Design of Experiments. 

His contributions to the subject of Statistics are described by one writer in the following 

words: 

“R.A. Fisher is the real giant in the development of the theory of Statistics” 
 

Statistics are numbers, summaries of patterns and can also be probabilities. Statistical 

analysis can include the design and collection of data, its interpretation and presentation. 
 

Applications: Social statistics is the use of statistics to study human behaviour and social 

environments. Social statistics data is information or knowledge on individual, object or 

event. 
 

      Social statistics and quantitative data analysis are key tools for understanding society 

and social changes. 
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      Social statistics are a means of investigating and testing research questions and policy 

impacts across different areas of people’s lives. These observations can help our 

understanding of society. Social statisticians are concerned with such questions as: 

1. How are populations growing? 

2. Are wealthy people happier? 

3. Is society becoming more tolerant of diversity? 

4. How to people cope with financial hardship? 

5. Do people with higher qualifications earn more? 
 

      Social statistics are used by The United Nations Social Statistics Division to analysis 

differences among social groups and countries, covering such issues as housing, health, 

education, conditions of work and employment. 

 

      The Division play special attention to the study of conditions of special population 

groups, including children, the elderly, the unemployed, and people with disabilities. 
 

      Social Statistics are also used to compare data from before and after a policy 

intervention. 

For example, we need statistics to measure poverty in the first place and we then may want 

to assess the impact and costs of a policy providing financial support to families living in 

poverty. 
 

Patterns and relations: Statistical analysis techniques can be used to explore patterns and 

underlying relationships in data sets such as: 

1. In relation to people’s responses to multiple questions in a survey; 

2. To take account of aspects of people’s circumstances such as the unemployment 

rates of where they live; 

3. The educational standards of the class and / or school they are studying in; 

4. To measure change through longitudinal surveys where people are interviewed at 

different points during their lives. 
 

Statistical testing and modelling techniques: can be used to generalize from small 

samples to larger populations, for example  

1. Predicting the outcome of an election; 

2. Tracking attitudes towards the economy in a country. 
 

Probability tests can be used to identify the key factors associated with a particular outcome 

or behavior. 
 

Sampling: The first issue before use of any statistical method is the collection of the 

sample.We may say that sampling is a collection of techniques on how to select a number of 

individuals from the target population to estimate certain characteristics of the population 

that we want to study. There are two ways to select a sample, either using a probability or a 

non-probability sample. In probability sampling every unit of the population has a chance of 

being selected in the sample. Moreover, this probability is greater than zero and it can be 
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computed. The methods that are used are simple random sampling, stratified sampling, 

cluster sampling, and multistage sampling. On the other hand, in non-probability sampling 

some of the units of the population have zero probability of being selected or the probability 

of being selected cannot be computed. The most known non-probability sampling methods 

are intentional sampling, convenience sampling, quota sampling and snowball sampling. 
 

      The main difference between probability and non-probability sampling is the fact that 

with probability sampling we draw a random sample. This assertion is extremely important 

due to the fact that using statistical theory we can extend the results from a random sample 

to draw conclusions about the population. This is not allowed in non-probability sampling.   
 

Descriptive statistics, regression and analysis of variance: The first step in any statistical 

analysis is the use of descriptive statistics to present the data and try to identify any kind of 

trends, relationships or abnormal behavior. Analysis based on descriptive statistics or 

exploratory data analysis usually makes no stochastic assumptions. A first approach in 

parametric tests is to use the classic hypothesis tests and confidence intervals. Apart from 

that there are also other statistical methods that can be employed in social sciences. 

Regression analysis and analysis of variance (ANOVA) are some of the classical methods. 
 

Regression: Regression is one of the most known methods used for analyzing relationships 

between variables. The main objectives of a regression analysis is to check if there is an 

association between variables, to identify the strength of this relationship and to conclude to 

a regression equation that is used to describe this relationship. 
 

     There are several forms of regression modeling, for example, linear regression, logistic 

regression and regression discontinuity. There are also other aspects of the regression 

methodology but we confine ourselves to these cases. All these methodologies have been 

extensively used in real cases of social sciences. 
 

      Linear regression is the simplest of these methods since it is used to model the 

relationship between one dependent variable and one or more explanatory variables. In this 

methodology, we try to find a function to fit the values of the explanatory variable that vary 

linearly with the target variable. Linear regression is particularly useful since it is able to 

predict the value of the dependent variable given the value of the explanatory variable or 

variables. We have to stress that in this method the target variable (dependent variable) is 

continuous. 
 

       In logistic regression we want to obtain a nonlinear curve to fit the data when the target 

variable is discrete. This methodology is particularly useful in modeling a target variable 

having value for example yes (0) or No (1). More formally we can say that the target 

variable is binomial. Our aim is to find an equation that functionally connects the values of 

the explanatory variables to the values of the target variable. The explanatory variables can 

be either continuous or categorical. Since the range of the explanatory variables can be 

between -∞ and ∞ a proper transformation is applied to the target variable. If we transform 

the target variable to the logarithm of the odds of its values then the transformed target 
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variable is linearly related to the explanatory variables. For more details about the linear and 

the logistic regression the interested reader can refer to Kutner et al. (2005). 
 

       Regression discontinuity is used to compute the effect of an intervention. This 

methodology is able to give unbiased estimates of this intervention. In a regression 

discontinuity design we use a rule to assign the intervention to a unit. This methodology is 

extensively used in education. Specifically, a scoring rule is used after a test is given in a 

class to select the students that need more effort on the specific course. Students with scores 

below a cut-off value are assigned to the group that will spend more time studying and 

students with scores above the cut-off value are assigned to the comparison group, or vice 

versa. 
 

       The effect of the intervention is estimated as the difference in the mean outcome of the 

treatment group and the comparison group. A regression line or curve is estimated for the 

two groups (treatment and comparison groups), and the difference in the mean of these 

regression lines at the cut-off value of the measured variable is the estimate of the effect of 

the intervention. We conclude that there was an effect of the intervention if a 

“discontinuity” appears between the two regression lines at the cut-off value. A detailed 

description of regression discontinuity is given in Riley-Tillman and Burns 

(2009) and Jacob and Zhu (2012) 
 

Analysis of variance (ANOVA): Analysis of variance (ANOVA) is a well-known method 

used to compare several means at the same time using a fixed confidence level. The data 

used are the results of an experiment. There is a continuous dependent variable, and one or 

more qualitative independent variables (categorical or nominal variables). The design of the 

experiment must be done in such a way that it will not affect its results. For example, a 

completely randomized experiment does not affect the output of the experiment. However, 

the choice of the design of the experiment affects which analysis of variance method will be 

used. There are a lot of different designs of experiments and analysis of variance methods 

for several different cases. 
 

       Regression analysis and analysis of variance are closely related. If we use dummy 

variables as independent variables in analysis of variance then the analysis becomes 

regression analysis. However, there is a serious difference between the two methods. In the 

analysis of variance if the design of the experiment is properly done, we may conclude that 

there is causality (the independent variable has a causal effect on the dependent variable). 

On the other hand, in regression analysis a statistically significant effect may mean causality 

or not (a statistically significant result does not necessarily mean causal effect). 
 

       The analysis of variance tests the independence of the response and explanatory 

variables. If we decide that there is this type of dependence then we have to do extra 

analysis to identify which means are different and to what extent. 
 

      The analysis of variance assumes that the samples in the groups (categories of the 

independent variable) are independent. This means that each group has a different sample of 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref021
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref021
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref021
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref026
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref026
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref017
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subjects. However, there are cases where each group has the same sample of subjects. 

Apparently, the samples are then dependent and of course we have to take this fact into 

consideration to reach credible results. This case is called repeated measures analysis of 

variance.For more information on this topic, see Agresti and Finlay (2009) and Cohen and 

Lea (2004). 
 

Parametric methods: Assume that a researcher wants to use the ANOVA and apart from 

the dependent variable and a categorical variable (factor), data for one or more quantitative 

variables measured on each experimental unit are available. Then, if these variables have an 

effect on the outcome of the experiment, they can be used in the model as independent 

variables. Such variables are called covariates or concomitant variables. The analysis 

involving all these variables is called analysis of covariance. Although the model is more 

complex by including the extra variables, the profit is that the error variance is reduced. 
 

      Another very useful class of models is mixed models. Mixed models contain both fixed 

and random effects. They are particularly useful in social sciences when we have repeated 

measurements. Moreover, in the case of missing data, which are very common in sample 

surveys, mixed models offer a strong alternative to methods like ANOVA for repeated 

measures. Their drawback is that estimation is more difficult along with the fact that we end 

up to have a more complex model. 
 

       A useful class of models is also the semi parametric models (or even better the semi 

parametric regression models). These regression models include both parametric and 

nonparametric components. They are used when the usual parametric models do not have a 

satisfactory performance. More about non-parametric methods are given in Section 5. 
 

       Another very useful method is robust regression. Keeping in mind the usefulness of 

linear regression, its wide applicability and acceptance between the researchers it is natural 

to propose a method that overcomes the difficulty to fulfill its assumptions. Robust 

regression is used to avoid the effect of outliers. One approach is to use the M-estimators 

and another one is to replace the normal distribution in the assumptions with a heavy-tailed 

distribution. 
 

     Undoubtedly methods like linear regression and ANOVA have been used to an 

enormous extent in social sciences but many times without the proper accuracy in the 

details. We believe that much of the work done could be improved using the more advanced 

models presented in this section. For more details the reader could refer to Christensen 

(2011) and Rencher and Schaalje (2008). For robust regression a useful reference 

is Rousseeuw and Leroy (1987). 
 

Non-parametric methods: Non-parametric statistics is the branch of statistics that is not 

based solely on parametrized families of Probability distributions. Non-parametric statistics 

is based on either being distribution-free or having a specified distribution but with the 

distribution’s parameters unspecified. 
 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref002
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref011
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref011
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref009
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref009
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref025
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref027
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       In social statistics the vast amount of research is based on parametric methods. 

However, many parametric methods are based on strong assumptions that are disregarded 

most of the times. This has serious effect on the justification of the results. 
 

       The alternative in this case is to use non-parametric statistical methods. Non-parametric 

statistics do not rely on a specific family of probability distributions and there is no 

assumption about the probability distributions of the variables used. Therefore it is an ideal 

collection of methods for handling real data that most of the times fail to follow these strong 

assumptions of parametric inference. 
 

      There are a number of techniques that are already popular among the researchers in 

social sciences. Such techniques are certain hypothesis tests like Wilcoxon Signed -rank 

test, Mann-Whitney U test and Kruskal-Wallis tests. Other used techniques are the 

Spearman correlation coefficient, the runs test and normality tests. For a detailed review of 

such techniques the interested reader can refer to Corder and Foreman (2009). 
 

Multivariate methods: Usually in social sciences and generally in real problems more than 

one variable is involved. These variables need to be considered together since most of the 

times they are related. Several methods have been developed for the analysis of such data. 

These methods include among others cluster analysis, correspondence analysis, principal 

component analysis and factor analysis. 
 

      One of the main goals of multivariate analysis is classification. Cluster analysis is a 

method of classification which aims to group individuals (objects) so that those allocated to 

a particular group are, in a way, considered to be close together. The data used in cluster 

analysis are a data matrix where the columns are used for the objects and the rows for the 

attributes that describe the object. The output of a cluster analysis is the clusters that are 

used to characterize objects as similar or not. In hierarchical cluster analysis the clusters 

appear as a tree (they have hierarchy). In non-hierarchical cluster analysis, the number of 

clusters is determined by the researcher which has to be less than the number of objects. 

Both of these techniques are processed through statistical software. The allocation of people 

in similar groups is very important for a social scientist since it gives him the ability to pin 

point the special characteristics of these groups. 
 

      Correspondence analysis is an exploratory technique that helps a scientist to analyze 

multi-way frequency tables. Its main goal is to plot the data using fewer dimensions to 

identify their key features. The data used in this method have to be nonnegative and they 

should appear in a data table. Correspondence analysis aims to display data tables in two-

dimensional spaces, called maps. The idea behind this method is that the model must follow 

the data, and not the opposite. In its simplest form we have a variable that we want to model 

and several explanatory variables. All these variables are frequencies appearing in one or 

more contingency tables. We use cross-tabulation for each of the explanatory variables and 

the variable we want to model to identify the level of their association. A technique which is 

also used is to stack the tables before the application of correspondence analysis to reveal 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref012
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the relationship of the variable we want to model with the explanatory variables in the same 

map. 
 

       Principal component analysis is used to summarize p-correlated variables by a smaller 

number of uncorrelated variables. These variables contain most of the information that exist 

in the original set of variables. Keeping in mind the vast amount of data a social scientist 

has at hand today, we may conjecture that this technique is very important. The fact that we 

end up with a smaller number of variables, demands less computational power to perform 

the analysis of the remaining variables. Moreover, the fact that the variables are 

uncorrelated makes the analysis easier since the techniques used do not have to consider a 

relationship between the variables used. However, there a number of drawbacks. First of all, 

the fact that a piece of information is lost may affect the conclusions of the analysis. 

Moreover, if we begin with thousands of variables (which are not rare today) we may have 

to work with a lot of variables even after the application of principal component analysis to 

retain most of the information in the data. 
 

      As we already stated in the introduction sometimes in social science research, we cannot 

measure the variable or variables that we are interested in a direct way. These variables are 

called latent variables and commonly they are called factors. An example of a latent 

variable is human intelligence. In factor analysis we try to relate the observable to the 

unobservable variables by a probability model to make statistical inference. The main 

objective of the analysis is to select the number of the latent variables that have to be used 

to explain the correlations between the unobservable variable and to interpret them. Another 

objective is to predict the values of the latent variables that produced the observable 

variables. In factor analysis the researcher regresses each of the observed variables on the 

set of the latent variables. Usually after the computation of the factors a social scientist tries 

to “name” them based on the numerical findings. However, since there is not a specific way 

to perform this action, the result of this step is sometimes not properly elaborated. For all 

the above methods indicative references are Everett 

(1993), Greencare, Joliffe and Bartholomew and Knott (2011). 
 

       Apart from these well-known methods there are also some other methods equally 

important but less used. These methods are path analysis, structural equation modelling and 

multilevel modelling. 
 

      Path analysis is concerned with causation. Specifically it uses regression methods to 

identify patterns of causation in networks. In the beginning path analysis starts with a 

network of variables to specify the paths of causation. Usually, a cause and effect 

relationship assumes that there are a number of relationships and some variables that are 

believed to be caused by others, appear to affect other variables. A regression model cannot 

identify such a case because it can merely use one dependent variable. In path analysis all 

the necessary regression models considered, account for all the relationships needed. 
 

       Structural theory tries to give the structural relationships between constructs. This 

theory is represented by a structural model using a number of equations. These equations 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref014
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref014
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref005
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are usually accompanied by a proper diagram indicating the relationships. In other words, 

structural equation modelling is a method that tries to estimate the relationship between 

latent variables. This relationship can be linear or non-linear. The advantage of this method 

is that it allows us to test hypotheses on the relationships between observed variables and 

latent variables and also between the latent variables themselves. 
 

      Multilevel modelling is used to analyse data involving clusters. Specifically, in social 

research we are often concerned with the relationship between individuals and the groups 

they belong. This relationship actually leads to nested data that is individuals nested within 

groups. For example in education students are nested within schools. The performance of a 

student in a series of exams could be affected by both characteristics of the student and of 

the school he/she attended. For path analysis, structural equation modelling and multilevel 

modelling, the interested reader can refer to Agrestic and Finlay (2009), Bartholomew et 

al. (2008) and Tim (2002 
 

Categorical data: Usually in social sciences researchers have to analyse categorical data. A 

categorical variable can take a limited number of specific discrete values. Usually such 

values occur for example when respondents are assigned in groups or when a property holds 

or not. In social sciences the different categories of a categorical variable often measures 

attitudes and opinions. 
 

      Categorical variables with a natural ordering are called ordinal variables. Categorical 

variables without ordering are called nominal variables. Methods designed for ordinal 

variables cannot be used with nominal variables due to the fact that nominal variables do 

not have ordered categories. Methods designator nominal variables can be used with 

nominal or ordinal variables, since they only require a categorical scale. 
 

      The most famous models for analysing categorical data are logistic regression models. 

Logistic regression can be used with continuous and discrete predictors (Agrestic). Log 

linear models are used to analyse associations among multiple categorical response 

variables. A log-linear model can be transformed using logarithm to a polynomial function 

of the parameters of the model. This is very helpful since the researcher can use linear 

regression (Azen and Walker (2011)). 
 

       A broad class of models is the generalized linear models. These models are a 

generalization of ordinary linear regression in the sense that it allows the distribution of the 

error to be different from the normal distribution. Another class of models is those that are 

used to analyse repeated measures data or longitudinal data. That kind of data is repeated 

observations of the same variables over several periods of time. One feature that must be 

taken into consideration is that data are correlated since the same subjects are measured 

over time (Laval). 
 

     We may say that in general researchers in social sciences could rely more on the 

abovementioned models for the analysis of categorical data. These models are not very 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref002
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref006
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref006
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref006
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref006
https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref003
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popular among researchers who tend to rely more on descriptive measures. We believe that 

the practitioners in the area could benefit a lot from the already developed methods. 
 

Time series: Time series is a sequence of observations on a variable of interest with 

chronological order. That kind of data is quite natural in some of the fields in social 

sciences like economics. The observations in a time series are considered dependent. Time 

series analysis is a collection of techniques for the analysis of this time dependence. 
 

      There are a lot of different approaches to handle time series data. A first approach is to 

use the autoregressive models or the moving average models. The autoregressive model 

(AR) assumes that there is linear dependence of the variable we study with its own previous 

values. The moving average (MA) model is a linear regression of the current value of the 

series against current and previous (in terms of time) error terms. 
 

     Another class of models are the autoregressive moving average (ARMA) models. We 

use the notation ARMA (p, q) to define a model with p autoregressive terms and q moving-

average terms. A generalization of this model is the autoregressive integrated moving 

average (ARIMA) model. This model is generally referred as ARIMA(p, d, q) where 

parameters p, d, and q are non-negative integers that refer to the order of the autoregressive, 

integrated and moving average parts of the model respectively. All the above mentioned 

models (AR, MA, ARMA, ARIMA) form among other techniques the Box-Jenkins method 

for modelling time series. For more details Box et al. (2008). 
 

      Another class of time series models, especially useful in econometrics, are the 

autoregressive conditional heteroscedasticity (ARCH) models. In ARCH models we assume 

that the variance of the current error term is a function of the actual sizes of the previous 

time periods’ error terms. ARCH models have been extensively used to model financial 

time series. A generalization of the ARCH models is the generalized autoregressive 

conditional heteroscedasticity models (GARCH). In GARCH models we assume that the 

error variance is modelled by an ARMA model. There are a number of newer model 

proposals based on ARCH and GARCH models. The interested reader about ARCH models 

can refer to Xekalaki and Degiannakis (2010). 
 

       Another interesting characteristic in time series is forecasts. Apparently, it has attracted 

the interest of researchers in various fields. Several techniques on this very interesting issue 

have been proposed. Methods and examples of applications are given in Bustard and Kulich 

(2011). 
 

     The research in social sciences, using the already stated models for time series, mainly 

appears in economics and marketing. We strongly believe that researchers in other areas of 

social sciences could benefit from these models also. 

https://www.emerald.com/insight/content/doi/10.1108/JHASS-08-2019-0038/full/html#ref008
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Data mining: Data mining is a collection of techniques used to find patterns in a set of data. 

They are extremely important in the analysis of large data sets of social phenomena. Other 

names that refer to the same collection of techniques are machine learning and predictive 

analytics. During the last years there is an increasing interest in these techniques although 

most of them are known for decades. We have to note here that the use of a computer is 

compulsory to run these techniques and moreover that if we have large data sets the larger 

the amount of data the more computational power we need. 
 

     The computational methods that comprise the field of data mining derive from the areas 

of statistics and artificial intelligence. These techniques are used to find meaningful 

associations between related variables usually between a large numbers of variables. These 

structures help the practitioner to draw useful conclusions about his/her research questions. 
 

     An important feature that is one of the objectives of a data mining analysis is the 

generalization of the results. To be more specific, if after an analysis of the data at hand 

using data mining techniques we conclude that there are some important patterns, then we 

would also like to find that these patterns exist and in the data that we will gather in future. 

This generalization is very important for drawing conclusions that are irrespective of the 

collected data the specific time we run the analysis. 
 

     If we consider the predictive dimension of data mining we can refer to the two important 

conclusions of such an analysis. The first conclusion is that after we reach a useful and 

meaningful model we can use it to predict the variable under study using some or all the 

remaining variables. Obviously, such a conclusion gives the researcher the ability to 

compute the values of the dependent variable given the values of the independent variables. 

The second conclusion is that the researcher is able to comment about the relationship 

between the dependent and the independent variables. 
 

     Another characteristic we need to highlight is the need to know as much as possible 

about the data and the process. The definition of the variables, the way they are measured 

and their interrelation in terms of the case studied are extremely important to the researcher 

to assist him reach a meaningful conclusion. Additionally, since the data are most of the 

times in vast numbers there is the need to store, process and compute them. Therefore, it is 

highly probable that knowledge of databases and parallel computing will be compulsory for 

the application of data mining techniques. 
 

     Keeping in mind the vast amount of social data that are gathered in today’s world using 

classical ways (e.g. questionnaires) along with the use of mobile technologies, social 

networks, texts, photographs, videos and all the different types of human activities that are 

transformed to data we can easily conclude that it is not a rare event to have to analyse 

thousands of variables with many cases in each of them. In such cases we can say that we 

end up with big data (data with high volume, high velocity and high variety). This fact 

highlights the need to use data mining techniques that can handle such amount of data. 
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More information and detailed representation of data mining techniques can be found 

in Hastie et al. (2009) and Azzalini and Scarpa (2010) 
 

Conclusions: In this paper, we reviewed some statistical methods useful in the area of 

social sciences. Sampling techniques, regression analysis, analysis of variance, parametric 

and nonparametric models along with multivariate methods were presented. Categorical 

data analysis techniques, time series methods and data mining were also presented. 

Indicative references in all of these areas are also given. 
 

      Statistical methods have played a very important role in social sciences. In every applied 

research effort statistical techniques are compulsory to reach a non-questionable conclusion. 

We strongly believe that advanced statistical methods can be employed heavily in this area. 

It seems that researchers rely more on classical statistical methods although they could 

benefit from the use of newer and advanced techniques. 
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